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Abstract

Dense suspensions can undergo a dramatic increase in viscosity at a critical value of the shear stress. This phenomenon, termed discontinuous
shear thickening (DST), has been attributed to an increase in the fraction of particle interactions becoming frictional with increasing shear
stress, and a successful mean-field theory has been developed to explain various accompanying rheological properties. On a microscopic
scale, however, conventional structural analysis measures such as the grain-position pair correlation function show no significant changes
with the onset of DST, though recent work has shown that similar analysis in the dual space of contact forces does lead to marked changes at
this transition. Furthermore, experimental results have suggested the existence of higher-order microscopic correlations and the importance of
incorporating fluctuations away from a mean-field description. To this end, we use a higher-order cluster analysis tool to study the force
networks obtained from simulations of dense suspensions to construct an effective interaction potential in force space. We show that there are
significant changes occurring in this potential as a function of density and stress close to DST. We discuss the implications of these observations
on an emergent field theory of the DST transition. © 2020 The Society of Rheology. https://doi.org/10.1122/1.5132317

. INTRODUCTION jamming fronts [11], and instabilities of the shear-thickened
state [12,13].

The link between the constraints that such forces generate
at the grain level and the emerging flow properties at the
level of the whole suspension, such as normal stress differ-
ences [3,14,15], points to the existence of long-ranged micro-
scopic correlations that have been, so far, elusive to any
structural analysis [6]. Conventional measures such as the
microscopic pair correlation function of the grain positions,
in fact, do not exhibit pronounced changes accompanying
DST. As a consequence, although several features relating to
the flow of dense suspensions can be well explained within
the mean-field theory [4,5], the nature of the microscopic
correlations underlying this transition remains far from clear
[6]. A recent theory [16] has proposed that a representation
of the shear-thickening grains through their force networks,
which emerges naturally from the collective force balance
constraints under flow, can help better elucidate those corre-
lations. In this “force space,” one can identify a correlation
function that exhibits significant changes in its anisotropy
across the DST transition. These correlations reflect the col-
lective behavior triggered by changes in the nature of the
contact forces, which often arise due to small changes in
grain positions difficult to detect in any positional correla-
Note: This paper is part of the special issue on Physics of Dense Suspensions. tions. An interesting, distinctive feature of DST is that the
YAuthor to whom correspondence should be addressed; electronic mail: shear stress increases less rapidly than the mean normal
bulbul @brandeis.edu stress, and hence their ratio, the macroscopic friction

Dense suspensions of grains in a fluid display an increase
in viscosity n = oy,/7 (thickening) as the confining shear
stress (o) or strain rate (y) are increased. At a critical, density
dependent shear-rate y, the viscosity increases abruptly: a phe-
nomenon termed discontinuous shear thickening (DST). In
stress-controlled protocols, 1 ~ o, marks the DST boundary
[1,2]. Experiments have also observed changes in other com-
ponents of the stress tensor such as the first normal stress
difference, Ni = oy — oy, close to the DST regime [3]. A
mean-field theory [4,5], based on an increase in the fraction of
close interactions becoming frictional (rather than lubricated)
with increasing shear stress, has been extremely successful at
predicting the flow curves and the DST flow-state diagram in
the space of packing fraction, ¢, and shear stress or strain rate
[6,7]. The presence of frictional forces and the nature of the
contacts between the grains has been intensively scrutinized
and investigated [8—10]. The physical picture of lubricated
layers between grains giving way to frictional contacts, when
the imposed o,, exceeds a critical value set by a repulsive
force [4], provides a consistent theory of DST [7], shear
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coefficient, decreases as the fraction of frictional contacts
increases. This and direct visualizations [6] indicate that there
are important changes in the network of frictional contacts that
are not captured by scalar variables such as the fraction of fric-
tional contacts. Remarkably, a statistical theory based on the
observed correlations in force space provides a semiquantita-
tive description of the macroscopic friction coefficient and of
the rheological changes accompanying DST [16].

The force space based statistical theory, however, has only
been explored through a mean field approach, while several
experiments have indicated that long-range spatial correla-
tions close to DST must be accompanied by large, intermit-
tent stress fluctuations [17-19]. A theory in force space able
to include fluctuations and predict their qualitative change
close to DST, beyond-mean-field approximations, could,
therefore, provide significant new insight into the origin and
the nature of the transition. The existing theory [16] is diffi-
cult to generalize beyond the mean field because the effective
potential obtained directly from the correlations in force
space is anisotropic and has a very strong clustering ten-
dency, which makes it difficult to use it to sample the corre-
sponding microstates in force space. In this paper, we outline
a different procedure to (a) systematically construct a coarse-
grained effective potential, which describes the behavior at
large scales in force space, and (b) go beyond the mean field
theory using numerical simulations of this effective potential.
The idea is that the representation of the shear-thickening
suspension in force space can be mapped into a many-body,
statistical mechanics description of points (akin to particles)
interacting through the coarse-grained effective potential. As
a consequence, numerical simulations that solve the corre-
sponding many body equations of motion for the interacting
points may naturally provide a beyond-mean-field description
in force space. The coarse-grained potential we obtain here is
central but, remarkably, its changes with the imposed stress
and the density of the suspension in real space capture the
observed changes in the anisotropy of the correlation func-
tions in force space. As in the earlier work [16], we start
from the distributions of macroscopic quantities that are mea-
sured in particle based simulations in real space of model
DST suspensions [6,7]. The simulation results illustrate the
changing nature of fluctuations as DST is approached and
provide evidence of nontrivial, highly correlated fluctuations.
We use the microscopic information contained in the simula-
tions, i.e., the local forces exchanged by the grains, to con-
struct, through the constraints of local force balance, the
representation of the shear-thickening suspensions in terms
of the underlying force network. To quantify the collective
behavior of the changes detected in the force space represen-
tation, we apply a cluster analysis tool and show that two dis-
tinct clustering scales emerge as DST is approached,
reflecting a scale separation of contact forces. From the repre-
sentations of different flow-states, we construct an effective
interaction potential in force space through a coarse-graining
procedure, which is justified by the scale separation observed
in the cluster analysis. We find that changes occur in this
potential as a function of packing fraction and stress close to
DST. Following a possible analogy with equilibrium statisti-
cal mechanics, molecular dynamics (MD) simulations based

on this effective potential suggest that the different regions of
the shear-thickening flow-state diagram stem from qualita-
tively different underlying force space state diagrams across
the transition, whose differences can be traced back to the
changes in the effective potential. We discuss the implica-
tions that the observed changes in the coarse-grained poten-
tial may have for the force space representation of the
suspension and outline the emerging questions for future
work on an effective field theory of the DST transition.

This paper is organized as follows. In Sec. II, we present a
brief summary of the shear stress controlled microscopic simu-
lations. Section II B presents distributions of the strain rate
obtained from time series of the simulations data. In Sec. III,
we present a short description of the force space representa-
tion. This is followed by the clustering analysis of particle
patterns and force space patterns in Sec. I'V. Finally, in Sec. V,
we present our results for the effective interaction potential
and discuss the implications of our statistical analysis.

Il. SIMULATION METHODS

We simulate a two-dimensional monolayer of non-
Brownian spherical frictional particles that are immersed in a
Newtonian fluid under an imposed shear stress o,. This gives
rise to a time-dependent shear rate ¢ [20,21] and velocity field
v = p(t)v(x) = 7(£)(y, 0). Lees—Edwards periodic boundary
conditions are used with N = 2000 particles in a unit cell.
Bidisperse particles of radii a and 1.4a mixed at equal volume
fractions are used to avoid ordering during flow [22]. In the
simulation scheme presented here, the particles interact through
near-field hydrodynamic interactions (lubrication), a short-
ranged repulsive force, and frictional contact forces. The simu-
lation model used here has been shown to accurately reproduce
the experimentally measured rheology for dense shear-
thickening suspensions [22,23].

The motion is considered to be inertialess, so that the
equation of motion reduces to force/torque balance between
hydrodynamic (Fy), repulsive (Fr), and contact (F¢) interac-
tions,

0 = Fu(X, U) + Fc(X) + Fr(X), (1)

where X and U denote the positions and velocities/angular
velocities of all particles, respectively. The repulsive force
Fy is conservative in nature and can be determined based on
the positions X of the particles. On the other hand, calcula-
tion of the tangential component of the contact force Fc is
more involved as it also depends on the contact deformation
history.

The translational velocities are nondimensionalized by ya
and the shear rate and rotation rates by y. The hydrodynamic
force is the sum of forces arising from the drag due to the
motion of the particle relative to the surrounding fluid and
the resistance to deformation imposed by the flow,

Fy(X, U) = —Rpu(X) - (U — 7U®) + 7Ree(X) : E*, (2)

where  U” = (G0, . ... POw), @O1), - . ., @ON), and
E® = (e(y1), ..., e(yy)) is the normalized strain rate tensor.
Ryy and Rpg are position-dependent resistance tensors and



BEYOND A MEAN FIELD DESCRIPTION OF DST 331

LEINT3

include the “squeeze,” “shear,” and “pump” modes of pairwise
lubrication [24], as well as one-body Stokes drag. Regularization
of the resistance matrix is achieved by introducing a small cutoff
length scale § = 1073, typical for non-Brownian suspensions
[22]. This regularization emulates the occurrence of contacts
between particles due, for example, to surface roughness. The
lubrication force is upper-bounded, and negative interparticle
gaps [ (i.e., particle overlaps) are allowed in our simulations.

We use a stabilizing repulsive force decaying exponentially
with the interparticle gap / > 0 as |Fg| = Foexp( — 1/4), with
a characteristic Debye length A. This force represents an elec-
trostatic double layer interaction between particles. In the sim-
ulations presented in this study, we use A = 0.02a.

To model contacts between particles—which occur only
when the shear force is large enough to overcome the repulsive
force Fyp—we use linear springs with both normal and tangen-
tial components, as is commonly done in soft-sphere Discrete
Element Method (DEM) simulations for dry grains [25,26].
Note, however, that there is no dashpot in this model, since
hydrodynamic resistance provides the source of energy dissipa-
tion. The corresponding normal (k,) and tangential (k,) spring
constants used here satisfy k; = 0.5k,. The tangential and
normal components of the contact force F, g’) between two parti-
cles satisfy Coulomb’s friction law, i.e., |F(cl]” < ,u|F(C’{L|, with
4 being the interparticle friction coefficient. In this study, we
use ¢ = 1. This value of friction coefficient u is comparable to
experimentally measured values [27], where u is reported to be
in the range of 0.6—1.1 for polymer brush-coated quartz parti-
cles of diameter 2a ~ 10 um, while it is higher than the value
of 0.5 reported by Comtet ez al. [28]. Some softness is allowed
at the contact; we tune the spring stiffness for each (¢, o)
such that the maximum overlaps between particles do not
exceed 3% of the particle radius during the simulation, thereby
staying close to the rigid limit [22,29,30].

The equation of motion (1) is solved under the constant
shear stress o, constraint. At any time during the simulation,
the shear stress in the suspension is given by

. 5 .
Oy = Z12 = yn(1 +§¢)+7”H+GR+0—C, 3)

where 7, is the viscosity of the suspending fluid, ny7 = 7V !
{(Rsg — Rsy - Ryl - Reg):E®},, is the contribution of
hydrodynamic interactions to the stress, and orc = V™!
{XFrc — Rsu - Ry - Frc},,» where Rsy and Rsp are
position-dependent resistance matrices giving the lubrication
stresses from the particle velocities and resistance to defor-
mation, respectively [22,31], and V is the volume of the
simulation box. At a fixed shear stress oy, the shear rate y is
the dependent variable, which is calculated at each time step
using [20]

Oy —OR —OC
(1 +2.5¢) +ny

4 “4)

The full solution of the equation of motion (1) under the con-
straint of constant fixed stress (3) thus reduces to calculating

the velocity [20]
U =70 + Ry - (JRs : E® + Fy + Fo). 5)

From these velocities, we update the positions at each time
step.

Last, the unit scales for strain rate are y, = Fo/6nnya*
and oy = 1y, = Fo/6ma’ for the stress.

A. Flow curves and flow-state diagram

Figure 1 shows relative viscosity 7, plotted as a function
of scaled shear stress o,,/cp for simulations at several
packing fractions. The relative viscosity data show features
typical of dense non-Brownian suspensions: shear thinning at
low stress (arising due to the specific simulation model used
here), thickening at intermediate stresses, and plateauing at
high stresses o,,/0p > 10. It has been previously shown that
the physics behind shear thickening and thinning are distinct
[7,22]; hence, in the following, we only focus on the thicken-
ing behavior.

We observe that the extent of thickening increases with ¢.
To characterize the steepness of the viscosity in the
n(o.y/00) flow curve, the shear-thickening portion is fitted to
n o< (0yy/ o-o)ﬁ, where [ <1 signifies Continuous Shear
Thickening (CST), f = 1 implies that the viscosity increases
for unchanging shear rate y/y, = 1/(0x,/00) and hence indi-
cates the onset of DST, and 8 > 1 designates DST. In this
way, we identify ¢ = 0.785 as the packing fraction at the
onset of DST between two flowing states, as is evident from
1 o< (0yy/00) (ie., B =1) in Fig. 1.

The simulation data are described well by an analytical
mean-field theory, which is a slight extension of that initially
proposed by Wyart and Cates [4]. This theory, used to
describe the rheology and flow-state diagram of dense sus-
pensions, centers on the fraction of frictional contacts in the
system, f(oy,), as a singular measure of the crossover
between two distinct stress-independent rheologies at low
and high stresses—namely, a lubricated, frictionless branch,

10* o

103 |

Nr

10%

107! 10° 10! 102
ny/GO

FIG. 1. Relative viscosity 7, plotted as a function of dimensionless applied
stress o, /09. The symbols are simulation data for various packing fractions.
The solid lines are predictions from Eq. (6) for " = 0.780y. The dashed
line represents 7, o o, /0y, representing DST.
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and a frictional branch with a nonzero value of the micro-
scopic friction coefficient, u.

Using f, we can introduce stress-dependent rheological
quantities that interpolate between their lubricated and fully-
frictional values. In particular, the stress-dependent viscosity
can be written as

(¢, 0) = Om(0) [Bra(0) — B] 7 6)

where the stress-dependent jamming volume fraction is

bu(on) = $if(04) + 1 — floy)], (7)

and the stress-dependent coefficient is

U (0y) = &'f(02y) + (1 = flo)), ®)

in which % = 0.102, 0.173 are stress-independent constants
determined via fits to the viscosities of systems of frictionless
and frictional particles, respectively. Finally, the fraction
of frictional contacts is modeled as f(c.) = exp[—0c" /oy,
based on previously published results [3,7,22,32-34], with
o' = 0.780y, as determined by fit to the ¢ = 0.76 data.

The viscosity curves modeled by Eq. (6) are compared to
simulation data in Fig. 1 and show good agreement overall.

The fit of this mean-field model to the simulation data is
presented as a flow-state diagram in the ¢ — o,,/00 space in
Fig. 2, in which three important packing fractions, ¢, ¢;(u),
and q,’)?, are indicated by vertical lines. Above ¢§), there is no
flow at any stress (without deformation of particles, which
we have not explored here), while above ¢;(u), the frictional
state is jammed. ¢ is the minimum packing fraction at
which DST is observed.

In the low-stress portion of the state diagram, i.e.,
Oy /oo < 1, the shear forces are smaller than the repulsive
force, and, thus, particles do not come into contact. In this

¢>C (bl‘ 0
102 4l ‘ 95
i
i o
q £
€
10" ,’ Shear Jammed £
S - CST i/ =
NS ;- 2
° % 3
0 Na < |
(o]
10 ~i DsT, S
~<_ o
S, e
~
~
107" ‘

0.76 0.78 0.8 0.82 0.84

FIG. 2. The phase diagram in the shear stress-packing fraction (o, ¢)
plane. The leftmost dashed curve indicates the points where (dy/doy,) = 0.
The rightmost solid curve illustrates the packing-fraction-dependent
maximal stress above which the suspension is SJ, i.e., above which no
flowing states exist. The dashed and dotted-dashed vertical lines represent
the frictional (¢;) and frictionless ((159) jamming points. Finally, the dotted
dashed vertical line at the left shows the minimum packing fraction ¢ at
which DST is observed.

case, frictional forces are not activated, and so the rheology
diverges at <;b§). On the other hand, in the large-stress portion
(0xy/00 > 1), most of the close interactions (or “contacts”)
are frictional, which leads to a divergence of the viscosity
at q&‘f < d)?. In these stress extremes, the viscosity is
stress-independent.

For intermediate stresses (0.3 < o,,/0p < 10), continu-
ous shear thickening is observed in the range of ¢ < ¢. For
¢dc < ¢ < ¢, DST is observed between two flowing states
and is termed as DST,. The dashed line is the envelope of
the DST states, with ¢ being the point with the minimum ¢
value along this line. This line is determined as the locus of
points for which dy/do,, =0 in a flow curve y(oy,). For
¢ > ¢, the upper boundary of the DST region is actually
jammed as shown by the stress-dependent jamming line
¢, (0xy); thus, DST occurs between flowing (low stress) and
jammed (high stress) states and is termed as DST,. The stress
required to observe shear thickening (CST) is independent of
the packing fraction, while the minimum stress required for
DST and shear-jammed (SJ) states decreases with increase in
packing fraction ¢. Eventually, these curves converge and
the minimum stress for jamming tends to zero as the friction-
less jamming point qﬁ? is approached.

The data just discussed provide one indication that the
mean-field model does not capture the complete physics of
the DST transition, since it does not provide a quantitative
description of 7, for ¢ = 0.80 and high stresses (o, /0o > 2),
as seen in Fig. 1. In Sec. II B, we show that this is the regime
in which the strain rate fluctuations exhibit significant
non-Gaussian behavior.

B. Strain rate distributions

The viscosity and flow-state diagram summarized above
provide a description of the time-averaged properties of the
DST transition that is now fairly well established [22,23].
The flow curves are obtained by computing (), the time
average of y calculated from Eq. (4). A question that has not
been explored in any great depth is how the fluctuations about
the averaged quantities evolve with packing fraction and shear
stress in this numerical model of DST. Experiments indicate
large-temporal fluctuations of the stress detected by a rheome-
ter under controlled shear rate [19].

In this section, we analyze the evolution of the temporal
fluctuations of y as ¢ and o, are varied across the DST tran-
sition in Fig. 2. As seen from Fig. 3, the fluctuations of y are
distributed narrowly around the mean for ¢ in the CST
regime (¢ = 0.77). In the DST regime (¢ = 0.80), however,
one observes significant non-Gaussianity in the distributions.
Although the system size in the simulations is relatively
small and probably not sufficient to establish the exact form
of the distribution, the qualitative change we detect from
¢ =0.77 to ¢ = 0.80 for a given system size points to the
presence of longer-ranged correlations. It is to be noted that
the non-Gaussian behavior is pronounced only within the
DST region of the phase diagram where the viscosity is
anomalously high and is not a simple consequence of the
¥ = 0 cutoff on the distribution, since that would occur at
any density at low enough stresses.
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¢ =0.77

FIG. 3. The curves in each figure represent the probability distribution of
strain rates (7) at different stresses (oy,/09) at two different packing frac-
tions: ¢ = 0.77 (top) and ¢ = 0.80 (bottom). The stresses at which the dis-
tributions are plotted are: ¢y,/cy = 0.5 (blue, X), o,,/0¢ = 1.0 (red, O),
Oxy /00 = 2.0 (yellow, [J), 0y, /00 = 5.0 (purple, +), 0,,/0o = 10.0 (green,
), 0xy/00 = 20.0 (cyan, %), and o, /0y = 100.0 (brown, ¥). The devia-
tions from the Gaussian (black dashed) distribution are much more pro-
nounced at ¢ = 0.80, as compared to ¢ = 0.77. The average strain rate ((7))
and standard deviation (o;) of the NESS have been used to scale the distri-
butions at different stresses.

The presence of anomalous (non-Gaussian) temporal fluc-
tuations raises the question of what local interactions can
lead to the system slowing down or speeding up as a whole.
Earlier studies of pair correlations [6] of grains failed to iden-
tify any significant changes in positional correlations. This
observation is not inconsistent with the model of DST based
on the nature of contact forces changing from lubricated to
frictional, since relatively small changes in positions of the
grains are all that are required to trigger this transition. A rep-
resentation that is sensitive to these changes in the contact
forces are force tiles (Maxwell-Cremona diagrams) [35,36].
This was the representation previously used in constructing
the statistical theory of the stress anisotropy [16]. In Sec. III,
we review the construction of force tiles and the evolution of
correlations in this space across the DST transition.

lll. CORRELATIONS IN FORCE SPACE

In steady state, flowing suspensions provide an ensemble
of microscopic states that could constitute, in principle, the
basis for a statistical mechanics description of the nonequilib-
rium transition associated to shear thickening. The equations
of motion that generate those microscopic states are deter-
mined by the constraints of force balance, as discussed in
Sec. II. The idea that the forces acting on the grains and the
constraints that emerge from mechanical stability can provide
the right statistical ensemble to build a statistical mechanics
framework for athermal jammed systems has been developed
and explored in the context of granular materials (a review

appears in Ref. [37]) and recently extended to shear-
thickening suspensions [16]. In two-dimensional systems, the
force balance constraints can be naturally accounted for by
working in a dual space, known as a force tiling. In a force
balanced configuration of grains with pairwise forces, the
“vector sum” of forces on every grain, i.e., the force vectors
arranged head to tail (with a cyclic convention), form a
closed polygon. Next, because of Newton’s third law, every
force vector in the system has an equal and opposite counter-
part that belongs to its neighboring grain. This leads to the
force polygons being exactly edge-matching. Extending this
to all particles within the system leads to a force tiling
[35,36]. In this representation, the pairwise forces acting at
each contact between two grains correspond to edges (or
bonds). The vertices where the bonds meet identify vectors
in this space, the vector height fields &, such that the differ-
ences between two such vectors connected to the same bond
gives the pairwise force acting on the contact represented by
that bond (see Fig. 4). The adjacency of the faces in the
tiling is the adjacency of the grains, whereas the adjacency of
the vertices is the adjacency of the voids (the heights are
associated with the voids in the network). For the suspen-
sions, in addition to the pairwise forces between grains, each
particle experiences a hydrodynamic drag, which can be rep-
resented as a body force. Imposing the constraints of

FIG. 4. (a) A snapshot of a suspension of 2000 soft frictional disks sheared
at a variable strain rate y, with the shear stress o, held fixed [16]. The lines
represent the pairwise (lubricated and frictional contact) force vectors
between the individual grains. (b) The force tiling associated with this
flowing dense suspension. The bonds correspond to the pairwise forces, with
larger polygons representing grains with higher stress. The vertices of the
tiling represent height vectors h = (hy, h,), whose difference provides the
pairwise force at each bond. I'y = (I'y,, I'yy) and I'y = (I'y,, I'y,) represent
the sum of forces in the x and y directions, respectively. The regions outside
the parallelogram represent periodic copies of the system.
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vectorial force balance in the presence of body forces leads
to a unique solution for modified height fields, given the
geometrical properties of the contact network [38].

It is important to notice that the height (or force space)
representation is ideally suited for exploring the statistical
properties of stresses, both local and global. In the contin-
uum, the height fields define the local Cauchy stress tensor,
by the relation o=V % h, and the area integral of g, or the
force moment tensor, £ [39], in terms of difference of the
height fields across the system
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vl yy ) )
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where Ty, represents the sum of forces along the x(y)
directions, and L., represents the linear dimensions of the
system (=3 /L.Ly). Additionally, global torque balance
implies X, = Z,,. In our simulations L, = L, = L, hence
Iy, = —T'« = Loy,.

At a microscopic level, each force tiling is specified by a
set of vertices and a set of edges that connect these vertices.
The distances between the vertices quantify the internal
stress in the system, whereas the edges, which quantify the
specific contact forces in a configuration, can be thought of,
in a statistical sense, as fluctuating quantities, with connec-
tions between pairs of vertices chosen with some weights.
We can, therefore, think of the vertices of the force tilings as
the points of an interacting system of particles. The effective
interactions between the vertices arise from the constraints of
mechanical equilibrium and from integrating out the edges.

Using the pair correlation function in force space (i.e., the
pair correlation function of the height fields over the force
tiling), one can construct an a priori probability distribution
for the microscopic states (i.e., the different force tiles corre-
sponding to the contact network of the grains under flow)
and use it to define the relevant statistical ensemble to which
the nonequilibrium steady states (NESS) in a dense suspen-
sion at a given oy, and ¢ can be mapped [16]. Such
an ensemble has been proven to successfully describe the
steady-state averages and the flow-state diagram. Here, we
pursue a similar approach; however, we devise an explicit
coarse-graining scheme to construct an effective potential
that describes the interactions of height vertices separated by
distances that correspond, statistically, to the nonhydrody-
namic contact forces. The coarse-graining scheme relies on a
separation of scales that we identify using a clustering algo-
rithm that is presented in Sec. IV.

IV. CLUSTERING IN REAL SPACE AND FORCE
SPACE

As we have discussed at length, the phenomenon of DST
arises primarily from the switching of lubricated contacts to
solid-on-solid frictional contacts triggered by changes in the
positions of grains that are minuscule compared to the size of
the grains. This separation of scales necessitates a study of
correlations in both real space and force space. As is visually
evident from Fig. 4, there are correlations that exist between
the positions of particles, and between the positions of the

height vertices. Two-point correlations characterized by the
pair correlations functions g(r) and g* (k) provide the simplest
measure of correlations. Although g(r) is different from that
of an ideal gas and reflects strong excluded-volume effects, it
does not evolve significantly with ¢ or o, [40]. Pair correla-
tions in force space, g*(h), were used to construct an effec-
tive potential [16] and a statistical model for DST. However,
the strong clustering, which creates a very large peak in g" (k)
at small A, leads to a very deep minimum at s =~ 0 in the
effective potential because of its form [—In(g"(h))] that we
have chosen. This feature hindered attempts to carry out
detailed numerical analysis of the phase behavior arising
from the potential and thereby incorporate fluctuations
beyond the mean field analysis [16]. Our objective is to use
the force space approach, which provides a more sensitive
measure of clustering and correlations, to construct a coarse-
grained effective potential that can describe the correlations
at h scales that are relevant to the DST transition. To this
end, we use a clustering algorithm to identify relevant scales
in both real space and h space.

We perform a density based clustering analysis of both
grain positions and vertices of force tiles using the DBSCAN
algorithm [41]. In the DBSCAN technique, the set of points
belonging to a single cluster consists of the union of points
contained within an initial circle of probing radius s centered
at a given point, those contained within all circles of the
same radius s successively centered at all other points con-
tained within the initial circle, and so on in an iterative
sequence that continues until there are no new points con-
tained within any subsequently drawn circle (see Fig. 5 for
an illustration). This algorithm thereby ensures that all pairs
of points from two different clusters are separated by dis-
tances greater than the probing radius s.

In usual implementations of DBSCAN, an optimum
probing radius is determined to identify the most pronounced
clustering tendencies [41]. Our aim is to use DBSCAN to
identify characteristic clustering scales and analyze how these
evolve with packing fraction and stress. Therefore, we do not
implement the optimization procedure but instead identify the
scales by measuring the number of clusters as a function of
the probing radius. In addition, we do not discard any points
as “noise” points, which is the normal practice in DBSCAN
by requiring a minimum density in a cluster. In our implemen-
tation, the minimum number of points in a cluster is one such
that all points in a pattern are included in some cluster.

The value of N.(s) as s — 0 has to be the total number of
points in the system since each point forms its own cluster.
As s — system size, N.(s) — 1. Our algorithm probes the
density distribution of point patterns at different length scales
by monitoring the number of clusters, N.(s), as a function of
the probe size s. For a point pattern with uniform density,
N,(s) decreases continuously with s. In a periodic lattice,
where the distance distribution of nearest neighbors is a delta
function, N.(s) exhibits a jump discontinuity at the lattice
spacing. For a complex pattern, we expect N.(s) to show sig-
nificant changes in its derivatives at scales where the distance
distribution has structure.

As seen from Fig. 6, the clustering properties of the grain
centers in the CST regime (¢ = 0.76) and the DST regime
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Center of grains (Real Space)

Vertices of Force Tiles

FIG. 5. The top panel shows representative point patterns from the simula-
tions in real space (centers of grains) and force space (vertices of force tiles).
The bottom panel illustrates the application of the DBSCAN algorithm [41]
to such point patterns. The points like A, which have more than one arrow
pointing towards them, belong to one cluster since all of these points can be
reached by drawing circles with the probing radius s, centered at these
points. The double-headed arrow between these points indicates that one can
reach these points linked by the arrow traversing in multiple ways. The other
points (B, C) are the end points of the cluster and can be reached only from
the penultimate particle, as shown by a single-headed arrow. The point (N)
is an example of a “noise” or isolated point. It is the lone point of the
cluster, i.e., it is not reachable from any other point by drawing circles of the
radius (s). The DBSCAN-Illustration in the bottom panel is slightly modified
version from the original by Chire and licensed under CC BY-SA 3.0.

(¢ = 0.80) are virtually identical. The abrupt decreases in
N.(s) at s = 2, 2.4, 2.8 correspond to the first layer or order-
ing of the nearest neighbor grains, with splitting due simply
to the bidispersity. Beyond these scales, N.(s) decreases
smoothly, and, therefore, the density is uniform.

The situation is dramatically different for the clustering
properties of height vertices (Fig. 7). In the CST regime,
N.(s") decays continuously with s°, except for a small
plateau region at intermediate values of s*. In the DST
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regime, we can clearly identify three different decay regimes
in N.(s"): an initial, relatively fast decay to a plateau with
very slow decay, followed by a smooth decay. The length of
the plateau is sensitive to the stress, as is clearly evident in
the plots of the derivatives. The plateau developing at larger
packing fractions and stresses is a signature of the clustering
of the small-scale clusters into metaclusters. The length of
the plateau is a measure of the scale of this metaclustering. It
is the metaclustering that shows significant changes across
DST. An earlier analysis [42] led to similar conclusions. We
note that vertices that are close to each other are not necessar-
ily connected by an edge in the tiling. Therefore, the distance
distribution is not equivalent to the contact force distribution.

The structure in N,(s") at small s* reflects the small-scale
clustering of height vertices that arise, statistically, from the
small contact forces. As noted earlier, these forces arise pri-
marily from distributing the hydrodynamic drag force between
contacts, and we would like to exclude them from our statisti-
cal analysis. Our interest is in constructing an effective poten-
tial that captures the changes brought about by switching from
lubricated to frictional forces. These occur at scales s* > 1,
which corresponds to forces that are comparable in magnitude
to the boundary dimensions of the force tiles (Fig. 4). In
Sec. V, we present our systematic coarse-graining approach,
which leads to the desired effective potential.

V. CONSTRUCTING EFFECTIVE POTENTIALS

In order to focus on the larger forces, i.e., the larger length
scale in force space as highlighted by the DBSCAN-based
clustering analysis, we adopted a coarse-graining procedure
for height vertices. The basic idea is to replace the tightly
packed clusters of points with effective points representing
these small clusters. This was carried out for each configura-
tion by creating an empty replica, looping through the vertices
randomly, and adding a point to the replica if its distance from
any points already in the replica was > lLy,. Varying Iy,
(expressed in units of Fyop/ Oy, defined in Sec. II) provides
different extents of coarse-graining and may change the char-
acteristics we discuss in the following. Nevertheless, a reason-
able choice is a value of Iy, that preserves the structure in
force space that is indicated by the DBSCAN analysis (Fig. 7)

=0.80
10* 2 ‘
£ o lo. =05
xy 0
(s o lo,=1.0
s xy -0
10 S axy/ao =2.0
. . ny/ao =5.0
o o . zf)(y/o‘0 =10.0
=10 . ”xy/go =20.0
L e 0, /o, =100.0/]
1 xy 0
10
10° S
2 25 3 355 4

S

FIG. 6. Number of clusters (V) obtained from the DBSCAN analysis for ¢ = 0.76 (left) and for ¢ = 0.80 (right) for different stresses (o.y,/0¢) as a function
of length scale (s), which is measured in units of the small-grain diameter. The DBSCAN analysis is performed on the point pattern of the centers of grains in a
given configuration of the NESS. The results are then averaged over the ensemble of configurations sampled in the dynamics. The three sharp drops in
Nc(s) at 2 < s < 3 are indicative of the bidispersity of grain sizes and a clear layering of nearest neighbors.
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FIG. 7. Number of clusters [N: = N.(s")] obtained from the DBSCAN analysis (left) and its derivative with respect to the probing length (s*) (right) for differ-
ent packing fractions (¢) and stress (o, /09). Emergence of a separation of scales is evident in the derivative plots.

while removing the small-scale clustering associated primarily
with hydrodynamic drag forces. In the following, we discuss
the results obtained for a binning size Iy, = 1.1 that satisfies
this criterion. In particular, we compare the results obtained
for a packing fraction of the grains, ¢ = 0.76, which corre-
sponds to systems that lie in the CST part of the flow-state
diagram for any value of the imposed shear stress, to those for
¢ = 0.80, which corresponds to systems that undergo DST
upon increasing the imposed stress (see Fig. 2).

Analyzing the resulting coarse-grained height vertex con-
figurations, we can see that the coarse-graining procedure
decreases clumping at small distances while maintaining the

same overall distribution at larger scales (Fig. 8). Indeed,
when we compute g“(h), we can clearly see the signs of
longer-range structure, differently from the g"(h) computed
before coarse-graining, which was completely dominated
by the peak near 7 ~ 0. Moreover, we notice that the coarse-
graining procedure reveals some qualitative differences
between the pair correlations at volume fractions that corre-
spond or not to a DST region of the flow-state diagram. In
particular, compared to ¢ = 0.80, there is a dip in the corre-
lations around i =2 for ¢ = 0.76. Notably, this difference
appears even in the radially averaged g"(h), which ignores
the anisotropy that was the primary focus of the earlier force
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FIG. 8. Snapshots show the change in our system after applying a coarse-graining procedure. While the point number has significantly decreased, the larger
scale structures seem unaffected. Quantitatively, g* () shows that the low h peak has been cut off at & = 1.1 (the size of the bins we used for our clustering)
and is now able to capture longer-range structure that was drowned out by the extreme short-range clustering.
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space based effective potential [16]. Without the coarse-
graining procedure, the main difference that had been noted
between volume fractions was the change in anisotropy. This
observation provides an alternative approach to constructing a
statistical mechanics framework based on a central potential,
which facilitates numerical simulations beyond-mean-field
calculations.

We can now compute an effective pair potential from the
pair correlation function of the coarse-grained height config-
urations as V" (h) = — In[g"(h)]. Since by coarse-graining we
have erased the correlations at & < [y, = 1.1, we avoid the
problem of a very deep minimum at 4 ~ 0. Doing so reveals
a short range well for both densities (i.e., both in the CST
and DST regimes) and a repulsive shoulder in V" (k) around
h =2 for the ¢ = 0.76 potential (Fig. 9). This last feature
appears instead to be dependent on ¢ and is suppressed in
the DST regime—which holds true for systems across the
full range of applied stresses. If we were to construct an anal-
ogous thermal system of particles interacting through such a
potential, the presence of a short-range minimum would
produce a gas-liquid phase separation with clustered nonequi-
librium states in various conditions [43]. These clustered
states are typically isotropic for a central potential. The sec-
ondary length scale introduced by the repulsive shoulder, on
the other hand, can qualitatively change the equilibrium
phase diagram associated with the potential and, as a conse-
quence, also the nonequilibrium states accessible under dif-
ferent conditions. A competing secondary length scale can in
fact introduce different spatially modulated and even aniso-
tropic equilibrium phases which may in turn favor spatially
modulated nonequilibrium states [44,45]. These changes in
the phase diagram can suppress, in certain cases, the gas-
liquid phase separation and qualitatively change the nature of
the density fluctuations [46,47]. A proper analogy between
thermal systems and the force space representation of NESS
of shear-thickening suspensions is far from being worked
out. However, the above observations suggest that the force
space representation could be akin to a thermal system whose
accessible microstates change with a change in the shape of
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the interaction potential, which occurs across the CST-DST
boundary in sheared suspensions.

To illustrate the fact that the changes in the shape of the
potential detected here can modify the microstates accessible
to the force space representation of the suspension, we have
turned the coarse-grained effective potentials into an analyti-
cal form that can be used in MD numerical simulations.
A Lennard-Jones (LJ) style attractive well plus a Gaussian
bump provides a reasonable fit of all the potentials obtained
from the force space representation of the shear-thickened
suspensions, as shown in Fig. 9 (left). Scaling the fits by the
LJ parameters (right) clearly shows that the repulsive bump
(or shoulder) at & ~ 2 disappears in the DST region: the
scaled fits obtained for different imposed stresses lie on top
of each other for ¢ = 0.76; however, they vary as a function
of the stress for ¢ = 0.80, with the maximum decreasing
upon crossing into the DST region. We have then performed
NVT MD simulations of pointlike particles interacting through
the coarse-grained effective potentials just discussed [48,51].

To explore the accessible states under different conditions,
we vary the density and the temperature of this fictitious
thermal system. The number of particles is varied between
1000 and 8000 while keeping the system size fixed. The par-
ticles are initially placed randomly and given a random
velocity sampled from a Maxwell-Boltzmann distribution
centered around the chosen temperature. The temperature
used in the NVT simulations is set by the inverse energy
scale that corresponds to the maximum strength of the effec-
tive potentials [49]. Starting with thermal energy equal to
twice the potential well, we slowly reduce the temperature to
the desired value. The rate is sufficiently slow that we do not
see a rate dependence. Finally, we run the system at the final,
fixed temperature.

Figure 10 shows state diagrams constructed from the two
potentials of Fig. 9, distinguishing clustered from nonclus-
tered liquid states in force space, when the simulations are
run in equivalent conditions, using exactly the same protocol
and system size. The figure shows how clustering occurs
under different conditions depending on the potential, and
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FIG. 9. From the measured g“(h), it is possible to construct a pair potential that goes as V" (k) = —In[g"(h)]. The dots in this plot represent this V" (k). To this,
we fit an effective pair potential that consists of a LJ-style well plus a Gaussian bump. Fitting parameters are listed in legend. Scaling the potential by the LJ fit
parameters shows the clear qualitative and quantitative differences in the shoulder at 7 = 2 that depends strongly on ¢.
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FIG. 10. State diagrams of the calculated potentials corresponding to ¢ = 0.80 (top) and ¢ = 0.76 (bottom). We see a transition from a clustered to nonclus-
tered fluid as we increase temperature. Snapshots illustrate the differences between the potentials when looking at the same temperature and density, with
exactly the same simulation protocol. The types of clusters that form are different and the transition to the clustering regime happens at different temperatures.

that the type of clustering can be qualitatively different. The
effective potentials used are obtained for different densities
of the suspension, and we know that varying the imposed
load produces different densities of vertices in force space,
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but we do not yet have a clear understanding of what would
play the role of temperature in the force space representation.
Hence, we cannot establish here a direct connection between
the states sampled in the simulations (as, for example, shown
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FIG. 11. Fourier transforms of potentials. Top: the transforms deviate only at low ¢, which corresponds to long distances. The large g;, behavior is virtually
identical. At small g, the potentials can be fit by a quartic polynomial. Bottom: notably, the coefficients mainly differ for the g7 terms. When plotting these for
different stress o, /0o, we see that there is a significant drop in the DST region (¢ = 0.80) as stress increases. The lower q; coefficient corresponds to a flatter
V*(qn) near g, = 0, as seen in the bottom right panel showing the transforms for different values of 6.,/co. In this plot, a vertical shift has been applied to
each transform so that V* (0) = 0, making it easier to compare how the transforms approach this maximum for different o, /0.
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in Fig. 10) and those physically relevant to the force tiles of
the sheared suspension. With respect to what variable in the
hydrodynamic simulations maps most closely to the tempera-
ture in the NVT' MD simulation of the points in force space,
however, we note that the original force tiles from the hydrody-
namic simulations are created from instantaneously force
balanced states, which are explored under the external driving:
the driving induces network rearrangements that allow the
suspension to sample the microscopic states compatible with
the force balance constraints. V*(h) is constructed with no
information about the network reorganization, but contains
information about the height vertex distribution. Is there a way
to connect the sampling of the phase space associated with
V*(h) via MD simulations to the way the suspension samples
the microscopic NESS via real space dynamics due to the
external driving? While this question requires a much deeper
investigation, we speculate here that just as thermal fluctuations
produce the noise that allows for phase space exploration in
ordinary MD simulations, a similar role is played by the fluctu-
ations in the shear rate of the suspensions subjected to an
imposed shear stress. The fluctuations in the shear rate, such as
the ones detected and discussed in Sec. II, are the manifestation
of the system adjusting to the imposed driving by sampling the
microstates compatible with the force balance constraints
through network rearrangements. Since the network rearrange-
ments are not explicitly included in the force space dynamics,
they could translate into the noise needed to sample the force
tiles associated to the real space dynamics of the grains.

The clustering of the points in force space obtained for
the two effective potentials using the MD simulations
(Fig. 10) can be mainly ascribed to their short length-scale
features [44]. Nevertheless, there are intriguing difference
between the effective potentials at larger length-scales that
can be better highlighted by analyzing the Fourier transform
(Fig. 11). The low g; behavior can, in general, be fitted by a
quartic polynomial, and plotting the g7 coefficients as a func-
tion of stress in real space for the two volume fractions shows
that the coefficients are always smaller for ¢ = 0.80 and that
they do not change much with the stress at ¢ = 0.76, but they
clearly decrease with the stress at ¢ = 0.80. The decrease in
the g7 coefficient, while the g} coefficient remains steady,
must correspond to a flattening of the potential. This differ-
ence can be seen when plotting the Fourier transforms at
¢ =0.80 for various stresses (Fig. 11). These findings
suggest that, in addition to density fluctuations associated to
the minimum of V" (%), the change in the shape close to DST
may promote fluctuations over larger scales. Thinking in terms
of microstates that the dynamics could explore, the implica-
tions are that the shape of V*(gp) can introduce a preferred
pattern _in the force tiles that is characterized by the g at
which V" has a minimum (¢"™). If the g7 coefficient is large,
then a uniform configuration of contact forces will quickly
reach a steady state characterized by the minimum. However,
if the g7 coefficient approaches zero, there could be long-lived
transients with nearly uniform force distributions that will not
resemble the structures corresponding to ¢

Overall, the analysis performed in this section confirms the
idea that the effective potential obtained with the coarse-
graining procedure, albeit radially symmetric, can still capture

some of the complexity of the spatial arrangement of the verti-
ces in force space and contains important information about
the physics of the different flow-states. Moreover, intriguing
similarities with the dynamics of thermal systems suggest a
possible path to sample the microscopic fluctuations of the
shear thickening suspension in force space.

VL. CONCLUSIONS

In this paper, we have sketched a possible path toward a
statistical mechanics framework for shear-thickening dense
suspensions of grains that is based on the force space repre-
sentation of the flowing suspension and naturally includes
microscopic fluctuations. The overarching question is the
nature of fluctuations and correlations close to DST beyond
the mean field descriptions developed so far. Going beyond
time-averaged properties, we presented distributions of shear
rates measured in microscopic simulations of a numerical
model [22,23] of suspensions undergoing DST. These distri-
butions featured anomalous non-Gaussian fluctuations in the
DST regime. While these fluctuations are suggestive of long-
ranged microscopic correlations, microscopic measures of
clustering of grain positions do not reveal any changes across
the DST transition. However, while the clustering of particles
in real space remained virtually unchanged on transitioning
from CST to DST, the force-tile representation of the suspen-
sion, which is based on the network of forces acting between
the grains, provided further insight. In this representation, the
pairwise forces are edges. The vertices where the edges meet
define vectors in this space. The distance between the verti-
ces quantify the internal stresses in the system. A clustering
analysis, similar to the one applied in real space, revealed
qualitative changes in the correlations between these height
vertices as the suspension transitioned from CST to DST.

By implementing a coarse-graining procedure, we were
able to filter out the hydrodynamic drag forces and focus on
the contact forces that play the dominant role in DST. From
the pair correlations of these coarse-grained points, we con-
structed an effective pair potential. Making an analogy
between force vertices and point particles interacting through
an effective potential, we probed the microscopic states
accessible in force space in the presence of these interactions
and found that the changes detected in the potential shape far
away from, and close to, DST may qualitatively change the
type and degree of clustering that the force tiling can
undergo. By analyzing the Fourier transform of the effective
potentials, we detected intriguing differences in the low g
behavior, signaling the possibility of long-ranged fluctua-
tions. In particular, potentials constructed from force vertices
in DST showed a change consistent with the presence of
long-lived transients that are very different from the steady
state—much like the anomalous strain rate fluctuations.

Building on this work, we will extend the MD simulations
to explore the dynamical behavior more systematically. In
particular, we need to better understand how the temperature
in the MD simulations maps to network rearrangements and
fluctuations in the flow of the suspension. The qualitative
changes in V (g;,) that accompany the CST to DST transition
suggest that a fruitful avenue for going beyond-mean-field
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theory is to construct the analog of a Ginzburg—Landau func-
tional with the density in height space (force tilings) serving
as the order parameter [50]. Standard techniques can then be
applied to compute correlation functions and investigate sin-
gularities indicative of a nonequilibrium phase transition
between the steady states of the suspension.
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